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1: In this program, a lexical analyzer will act as a Finite State Machine (FSM), which reads in the sample source code and deconstructs each part into tokens. These tokens are then scanned as lexemes and categorized by their type. Once the analysis of the tokens is executed successfully, the results will be printed out consisting of lexemes and the type of tokens. The categories that will be used are identifiers, keywords, numbers, operators, and seperators.

2: How will the FSM lexer be implemented in C++ code? In order to answer that question, there will be 3 files: Reader.h, Reader.cpp, and TestFile.cpp. The header file of Reader contains the basic declarations of all public functions and private members for the lexicon analysis. The source file of Reader has all the functions declared and this is where most of the work takes place. TestFile.cpp serves only to test out the main program. First, the text input will be read in as the input, then the line in the text file will be scanned and deconstructed into individual tokens. While there is still some text to be read, continue to update the state, line number, and index while simultaneously sorting out the characters by the lexeme type and. Once that is done, create another text file as the output, and store the newly written information inside the file, and display the results on the console window.

3: What are the design features that make up the bulk of the source code? There are two void functions that have significance in playing major roles in building the lexicon: addToLex and updateState. In the addToLex function, the character is being appended to the array of tokens in the corresponding index location. This technique is related to the StringBuilder algorithm in Java and C#. What about the updateState function? This one will serve as the FSM function, and the Boolean functions that checks the type of character act as the state. If any of the conditions are true, then the reader character is accepted into the lexicon, and the state is updated. What if none of the Boolean functions and the switch conditions return true for any character? Then I assume that it should still be accepted, but rather than stating where does the token belongs to, it is read into the FSM as an invalid token. Therefore, the updateState function consist of a switch statement that checks the status of the current state and inside of it the if-else conditions of whether the token character conforms to the statement.

4: If there were limitations included in working with the finite state machine, then it will be the dynamically allocated memory in the array variables. For the dynamic variables token, tokenType, and tokenLineNumber, I can assume that there may be large numbers of data to process ranging from a thousand to almost a million. In order to prevent excessive memory from being consumed with each execution of the program, I set the maximum number of array space for memory allocation to be a million as a safeguard procedure. In addition, I shortened the void function updateState in order to simplify the syntax structure, and I do that by using a switch statement in place of the if-else conditions.

5: Are there any shortcomings that occurred when compiling the FSM code in C++? In other words, perhaps, if any, there are some explanations about any parts that I was supposed to implement into the lexical analysis, but simply unable to do so due to time constraints or the limitations of the program. It would be implementing another source code file called Analyzer, which was supposed to scan the token and print out the lexeme type. I think that due to the massive amount of data to read and the complex tasks of matching the categories, I didn’t bother to implement additional coding into the program.